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Abstract
Post-pulse electric field reversal and secondary ionization are investigated with a full kinetic
treatment in argon discharges between planar electrodes on nanosecond time scales. The
secondary ionization, which occurs at the falling edge of the voltage pulse, is induced by charge
separation in the bulk plasma region. This process is driven by a reverse in the electric field from
the cathode sheath to the formerly driven anode. Under the influence of the reverse electric field,
electrons in the bulk plasma and sheath regions are accelerated toward the cathode. The electron
movement manifests itself as a strong electron current generating high electron energies with
significant electron dissipated power. Accelerated electrons collide with Ar molecules and an
increased ionization rate is achieved even though the driving voltage is no longer applied. With
this secondary ionization, in a single pulse (SP), the maximum electron density achieved is 1.5
times higher and takes a shorter time to reach using 1 kV 2 ns pulse as compared to a 1 kV direct
current voltage at 1 Torr. A bipolar dual pulse excitation can increase maximum density another
50%–70% above a SP excitation and in half the time of RF sinusoidal excitation of the same
period. The first field reversal is most prominent but subsequent field reversals also occur and
correspond to electron temperature increases. Targeted pulse designs can be used to condition
plasma density as required for fast discharge applications.

Keywords: nanosecond pulse argon discharge, plasma characteristics, post-pulse secondary
ionization, particle-in-cell simulation

1. Introduction

Nonthermal capacitively coupled plasmas have a wide range
of applications in the areas of semiconductor fabrication,
plasma lighting and display, biomedicine, and combustion
processes [1–21]. A special class of applications, which
includes plasma switches and displays, requires very fast
plasma ionization times on the order of microseconds or even

nanoseconds [22–24]. In aerospace applications, nanosecond
pulse discharges have been employed as flow control actua-
tors, a source of ionization for non-equilibrium magneto
hydrodynamic devices, and a means for enhancing ignition
and combustion [25]. The motivation for the work herein is a
novel dynamic plasma antenna, in which the conducting
properties of a plasma column are changed on the order of the
propagation time of a radiating surface wave. This type of
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plasma antenna is very different from the more commonly
described steady state plasma antenna [9, 26, 27], in which a
sustained plasma column mimics a metallic conductor during
radiation. The dynamic plasma antenna is divided into a series
of segments, which can provide a conducting current path
with the onset of a rapid pulsed plasma discharge and con-
versely can block a current path when the plasma is absent
[28]. For this concept, it is critical that the plasma electron
density is changed as fast as possible.

In all applications where precise discharge timing and
evolution is required, the transient response of the plasma to
an applied potential is of critical importance and stored
energy in the plasma configuration can become an important
parameter. Hill pioneered experiments using high voltage
pulses in combination with a direct current (DC) sustainer
[29]. More recently, Macharet et al [30] have explored
optimization of the energy cost of sustaining plasmas and
spatial dynamics of electric potential on nanosecond time
scales. An important feature of transient plasma response to
rapid potential change is an electric field reversal or ‘two-
cathode’ effect in which stored energy in the bulk plasma
region can lead to secondary ionization with termination of
applied field. This effect was first reported by Raizer and
Shneider [31] and was further investigated by Macharet
et al [32].

We report a detailed numerical investigation of rapid
electron density increase under pulsed voltage between two
planar electrodes. The post-pulse field reversal process and
resulting secondary ionization are explored in a full kinetic
particle-in-cell (PIC) treatment that allows for accurate
modeling of the low pressure regime (below 10 Torr for a gap
of 1 cm) that can be a challenge for hydrodynamic approx-
imations [30]. It is found that pulse duration and shape are
important parameter for rapid ionization since they can allow
stored energy accumulated in the initial discharge to be sub-
sequently exploited.

2. Methods

Two parallel-plate electrodes separated by a 1 cm gap filled
with argon (Ar) gas at a pressure of 1 Torr are modeled. Due
to the low pressures and short time scales of interest (<20 ns),
fluid models based on assumptions of Maxwellian velocity
distributions can be inaccurate and kinetic models are most
appropriate [4, 6]. We employ a one-dimensional (1d3v) PIC
simulation (XPDP1 [4, 6–8]) with a Monte Carlo collision
(MCC) method, which is self-consistent and fully kinetic. The
secondary electron coefficient for Ar ions are set to 0.1 [1, 3],
whereas electrons are assumed to be perfectly absorbed at
electrodes [4, 6–8, 13]. In steady state Ar plasma at 1 Torr, Ar
metastable states need to be tracked because of their role in
electron heating and ionization [33]. However, here we only
track Ar ions and electrons for the transient response since on
nanosecond time scales the densities of Ar metastable states
are very low compared with neutral Ar molecules. Electron
energy is tracked by taking into account elastic, cumulative
excitation and ionization cross sections. Electrons, charged

and neutral particles are initially uniformly distributed in the
simulation domain and in velocity space. The positions,
velocities, and energies of these particles are estimated by
weighting values known at the grid points and these are
updated by solving MCC and the Newton–Lorentz equation.
The MCC uses a null collision method with energy dependent
cross sections [34, 35]. Electrons can undergo elastic
(e+Ar→e+Ar), excitation (e+Ar→e+Ar*), and
ionization (e+Ar→2e+Ar+) collisions where Ar* is a
specie encompassing all excited states. Ions can undergo
charge exchange (Ar++Ar→Ar+Ar+) and scattering
(Ar++Ar→Ar++Ar) collisions [34]. Threshold energies
for excitation and ionization are 11.55 and 15.76 eV,
respectively. In the Newton–Lorentz equation, the electric
field and potential are calculated with the charged densities by
Poisson’s equation, obtained by combining Gauss’s law, with
scalar potential [35]. The secondary electron coefficient for
Ar ions are set to 0.1, whereas electrons are assumed to be
perfectly absorbed at electrodes. In the simulations described
below, the time step is always smaller than the shortest falling
time of applied voltage (2×10−11 s) and inverse of collision
frequency (1×10−10 s), and plasma frequency
(5.8×10−10 s). The cell size is also smaller than maximum
Debye length (5.254×10−6 m). The particle Courant–Frie-
drichs–Lewy condition νΔt/Δx<1, where ν is the particle
velocity, is satisfied for all particles [36].

The original motivation behind our simulation was to
achieve the fastest possible increase in electron density to
create a plasma conducting channel. This effort led to iden-
tification of the field reversal effect described in earlier works
[31, 32, 37] as important in discharge rate optimization.
Specifically, we have found that terminating the applied
voltage and driving the electrodes with a finite duration
voltage pulse achieves a higher density in shorter time scales
than the DC voltage even if the magnitude of voltage in both
cases is the same. We investigate this secondary ionization for
pulses of 500 V with 3 ns duration and 1 kV and 2 kV with
2 ns duration. The shape of pulses in time is that of trapezoid
consisting of rising, sustain, and falling time. Unless other-
wise specified, the rising and falling times are each 1% of the
total pulse duration.

3. Results

Figure 1(a) shows the transient response of electron density
and average electron temperature for a 1 kV 2 ns pulse and
1 kV DC. In both cases, electron density sharply increases via
collisional ionization up to 2 ns. After 2 ns, the electron
density for the DC case saturates due to plasma shielding of
the applied potential. Namely, a plasma bulk region occupies
the majority of the inter-electrode spacing and the potential
difference in this bulk region is almost zero as shown in
figure 2(a). As the plasma shielding reduces the applied
electric field, electrons experience primarily elastic collisions
and electron density is saturated. This process can also be
observed in the electron temperature, which is initially set to
0.001 eV for the seed population of 1015 m−3. Until 0.8 ns,
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electron temperature increases reaching a maximum of 10 eV.
Subsequently, electron temperature decreases because of
inelastic collisions as the electron density continues to
increase. The parameters for the case of the pulsed voltage
depart from the DC case at 2 ns, the time of the pulse ter-
mination. At this time, the electron density shows an addi-
tional rise even though no external voltage is being applied
and no extra energy is being supplied to the system. The
average electron temperature exhibits two fluctuations, which
are evidence of electron acceleration as the source of the
additional ionization. Of practical importance is that with this
secondary ionization process, the peak electron density
achieved is higher than in the DC case. In other words, it
takes a shorter time to reach a target electron density using a
short pulse as compared to a DC voltage of the same
magnitude.

Figure 1(b) shows electron density for values of applied
voltage of 500 V, 1 kV, and 2 kV for DC and pulsed cases.

For the pulsed cases pulse durations of 1, 2, and 3 ns are
modeled. For each of the different driven voltages, the elec-
tron density time-series have unexpected secondary incre-
ments except for the 1 ns pulse. The minimum duration of the
pulse is a critical parameter. The secondary ionization
increase only occurs if the pulse terminates after the bulk
plasma region has formed, which is manifested by the
saturation of electron density for the DC case. In the case of
1 kV 1 ns pulse, there is no secondary density increase and the
final electron density is lower than that in 1 kV DC case. The
secondary ionization can be triggered only after the plasma
has accumulated capacitive energy in the bulk region. The
amount of secondary ionization is also affected by the pulse
rise and fall times. Figure 1(c) shows pulses with rise and fall
times of 1%, 5%, 10% and 20% of the pulse duration.
Figure 1(d) shows electron density for the pulsed case is 1.04
times higher than that for DC case when the rise/fall times are
20% of the pulse width. However, for a faster 10% rise/fall

Figure 1. Transient response of averaged electron density and electron temperature in Ar plasma with different voltages and rise/fall times for
DC and pulse cases. (a) Electron density and temperature for DC (dashed line) and pulsed cases (solid line). (b) Electron density with 500 V,
1 kV, and 2 kV DC and 3, 2, 1 ns pulse duration cases. Pulsed and DC waveforms in (a) and (b) have a 1% rise/fall time. (c) Definition of
variable pulse rise/fall time for 2 ns pulse and (d) electron density results for/rise times of 1%, 5%, 10% and 20% for 2 ns pulsed and DC
cases.
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time pulse, electron density is 1.3 times higher than that for
DC case and 1.6 times higher than DC for a 1% rise/fall time.
Sharper pulse terminations yield a greater amount of sec-
ondary ionization and higher plasma density.

To elucidate the electron and potential dynamics, figure 2
presents time and space plots of potential and resolved elec-
tron dissipated power density for a DC voltage in panels (a),
(c) and pulsed voltage in panels (b), (d). Figures 2(a), (b)
show the transient potential of DC and pulse cases. Before
2 ns, the potential spatial distribution of the two cases are
identical as expected. For 1 Torr Ar driven with 1 kV across a
1 cm gap, the minimum time to create a bulk region is 2 ns as
can be observed by the high potential from the anode filling
80% of the inter-electrode spacing except or a ∼2 mm cath-
ode sheath region on the right side of the plots. The electric
field under these conditions is only significant near the
cathode. At 2 ns, the driven voltage for the pulsed case is
turned off. From 2 to 2.5 ns, in figure 2(b), there is a potential
difference between the anode electrode and bulk region since

the anode has returned to zero potential. This potential leads
to a reverse in the direction of the electric field, causing
electrons in the bulk plasma and anode sheath regions to
move toward the cathode. This electron movement manifests
itself as an electron current with significant electron dissipated
power (Je·E) as shown in figure 2(d) where Je and E
represent the electron current and electric field, respectively.
In comparison with the DC case shown in figure 2(c), it is
clear that the pulsed case exhibits higher dissipated power in
the bulk region following pulse termination. This heating of
electrons in the bulk region leads to the first post-pulse
electron temperature increase that was seen in figure 1(a) at
2.5 ns. Electrons move from anode to cathode. From 2.5 to
3 ns, there is another reversal in electric as Ar ions outnumber
electrons near the anode, but the opposite is true near the
cathode. Under the influence of the electric field in this sec-
ond reversal, electrons in the bulk and cathode sheath move
toward the anode, leading to a high rate of inelastic collisions
and loss of electron energy as seen in figure 2(d). This is the

Figure 2. Time evolution of the potential and electron dissipated power density in Ar plasma with 1 kV DC and 1 kV 2 ns pulse cases.
Potential for (a) DC and (b) pulse cases. Electron dissipated power density for (c) DC and (d) pulse cases.
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reason for the second electron temperature decrease in
figure 1(a) at 3 ns. After 3 ns, the electric field is in the
direction from the anode to cathode sheath because of high
electron density in the anode sheath. Electrons move toward
the cathode. In the cathode sheath, electrons are heated, and it
leads to a second electron temperature increase from 3 to
3.5 ns in figure 1(a). From 3.5 to 4 ns, electrons move back to
the anode because of high Ar ions in anode sheath. This is
manifested as a third electron temperature decrease seen in
figure 1(a).

Since the post-pulse increase in electron density occurs
without any energy contribution from the power supply, we
can write an energy balance equation for the conditions after
the pulse termination where the depletion of field energy
stored in the plasma, Ef(t), drives the remaining processes,
which include changes in electron kinetic energy, Ee(t),
ionization, Ei(t), excitation, Eex(t) and increase in kinetic
energy of heavy species (ions and neutrals), Eh(t):

- » + + +( ) ( ) ( ) ( ) ( ) ( )E t E t E t E t E t . 1f e i ex h

The equality in equation (1) is approximate since energy
lost to the electrodes is not considered here making the
expression accurate only for the bulk region. The terms in
equation (1) can be evaluated from the numerical model as:
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where nc, εo, q, υ are, respectively, number of cells, the
permittivity of free space, elementary electric charge, and
collision frequency. The parameters kionz and kex are threshold
energy of ionization (15.76 eV) and excitation (11.5 eV).
Electron energy is calculated by averaging velocities of all
particles (0.5me〈ve〉

2=1.5kBTe) [13] and Ep in equation (2) is
the electric field from plasma charge separation. Figure 3(a)
shows the transient response of Ef(t) for DC and pulsed cases.
The field energy here is a stored energy in the bulk plasma
and this can be seen to decrease abruptly at the pulse termi-
nation. Figure 3(b) shows the dynamics of all terms in
equation (1) for the 1 kV 2 ns pulse from the time of pulse
termination to 0.8 ns later. The sum of terms on the right hand
side is shown to be equivalent to the negative of the field
energy. The primary sink of field energy decrease is seen to
be electron energy followed by ionization and excitation.
Eh(t) was found to be negligible due to the larger ion mass
and is not plotted. As a further test of the validity of
equation (1), the model was run with artificial decreases to the
excitation scattering cross section which should lead to a
decrease in Eex(t) and a corresponding increase in the
remaining terms on the right hand side. Figure 3(c) shows that
when the excitation cross section is decreased by a factor of

10 and 100, the electron kinetic energy Ee(t), is seen to
increase relative to the negative of field energy since energy
transfer to excitation of the neutral atoms decreases.
Figure 3(d) shows ratios of E

E
e

f
for different applied voltages

and different excitation cross section values. In addition to the
already mentioned increase of the ratio with decreasing cross
section, E

E
e

f
also increases with applied voltage. The increase

of E

E
e

f
with voltage is due to the energy dependence of the

cross section, which peaks for electron temperature of
20–30 eV and then sharply decreases for higher energies. As
the voltage increases from 500 V, the bulk electron energy is
too high for excitation to play a significant role.

The key dynamic after the applied voltage pulse termi-
nates is the oscillation of the electric field. The associated
bulk electron motions are illustrated in figure 4, which shows
electron density maps in time and space for different electron
energy ranges. The left panels of figures 4(a), (c), (e), (g)
show the time and space electron density for DC while the
right panels (b), (d), (f), (h) for the pulsed (2 ns) case. Panels
(a), (b) show total electron density, panels (c), (d) show the
electron density for low-energies Te<4 eV, panels (e), (f)
mid-energy 4 eV<Te<10 eV, and panels (g), (h) high-
energy Te>10 eV. Before 2 ns, the profile of electron den-
sity is the same in DC and pulsed cases. In both cases, the
cathode sheath is larger than the anode sheath as is typical for
DC plasma discharges [1]. After 2 ns for the pulsed case, we
see the electrons of all energies move from anode to cathode
(to the right) and the creation of an anode sheath as shown in
figure 4(b). The DC case in figure 4(a), also shows an increase
in the anode sheath at 2 ns related to electron density satur-
ation and plasma shielding of applied potential, but the anode
sheath length in the pulsed case is longer. Figure 4(b) shows
that the space profile of electron density also exhibits two
fluctuations like was observed for electron temperature in
figure 1 after 2 ns. In the low-energy range in figures 4(c), (d),
the DC case has more electrons than the pulsed case for
2–2.5 ns since in the pulsed case the electrons are accelerated
to higher energies. This corresponds to the average electron
temperature increase seen in figure 1(a). After 3 ns, figure 4(c)
shows that low-energy electrons of the DC case are gathering
mainly in the bulk region on the cathode side. The bulk region
has a 100 fold higher inelastic collision rate as compared to
cathode sheath and consequently electrons lose energy with
average temperature dropping. On the other hand, the
majority of low-energy electrons in the pulsed case are closer
to the anode as can be seen in figure 4(d). These low-energy
electrons drive a subsequent reverse in electric field after 3 ns,
which drives electron motion toward the cathode.
Figures 4(d), (f), (h) show this electron movement takes place
for all energy ranges. From 2.5 to 3 ns, there is a drop in low-
and mid-energy electron numbers in figures 4(d), (f) but an
increase of high-energy electron numbers in figure 4(h) when
comparing the DC to pulsed case as a result of acceleration.

Since the secondary ionization is driven by a field
reversal from the plasma itself, it is possible to amplify this
effect by reversing the polarity of the applied voltage at the
appropriate time, using what we call here a dual pulse (DP)
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excitation. Figure 5(a) shows the transient response of elec-
tron density and electron temperature for a 0.5 cm gap for a
1 kV, 1.5 ns single pulse (SP), DP and 1 kV DC voltage, the
temporal shapes of which are is shown in figure 5(c). In the
cases of SP and DP, electron densities and temperatures
increase after pulse termination. In the DP case, electron
temperature increases until 33 eV and then decreases. Max-
imum electron density achieved is 3 times higher than that in
the DC case. Figure 5(b) shows DC, SP, DP cases for 0.5, 1,
and 2 cm gaps. Electron densities are higher with a smaller
gap distance. Electron density in 0.5 cm is 2.18 times higher
than that in a 2 cm gap. The amount of electron density dif-
ference between DC and SP is higher with a smaller gap. The

maximum electron density for SP 0.5 cm gap is 1.84 times
higher than that in DC. The maximum electron density for DP
0.5 cm gap is 3.13 times higher than that in DC. The time for
initial density to saturate and the bulk region to form
decreases with smaller gap size and the associated higher
applied electric field. This time to initial saturation is the time
needed to ‘charge’ the field energy in the bulk region. We
have also investigated a sinusoidal (RF) excitation corresp-
onding to the DP waveform parameters of 1 kV amplitude at
0.33 GHz as shown in figure 5(c). Figure 5(d) shows DC, SP,
and DP with 0.5, 1.5, 2 ns pulses and RF cases all for 0.5 cm
gap. The density for the 0.5 ns SP is lower than that in the DC
case, meaning that there was insufficient time for the plasma

Figure 3. The transient response of field energy per unit charge, electron energy, energy loss by ionization and excitation with different
voltages in DC and pulse cases. (a) Field energy per unit charge with 500 V, 1 kV and 2 kV of DC and pulse case. (b) energies per unit charge
at 1 kV 2 ns pulse for decrease field energy, sum of energies with electron energy, energy loss by ionization and excitation. (c) energies per
unit charge with different cross section of excitation. (d) Ratio of electron energy per decrease in field energy for different excitation cross
sections.
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to be charged with field energy in the bulk region. Densities
in 1.5 and 2 ns eventually reach the same maximum values. In
other words, stored field energy reaches a maximum after
1.5 ns. Electron density in the RF case is seen to reach a
maximum level similar to the DP case. However, the max-
imum electron density in RF occurs at 4 ns but in DP is 2 ns,
so discharge time can be reduced by 50% with steep pulses.

4. Summary and discussion

Secondary ionization is induced by voltage pulse termination
driven by the stored energy in the bulk plasma region. In the

SP scenario, after pulse termination, electron motion and
energy undergo oscillations. Under the influence of the
initially reversed electric field, electrons in the bulk plasma
and anode sheath regions move toward the cathode. This
electron movement manifests itself as a strong electron cur-
rent, generating high electron energies with significant elec-
tron dissipated power. There are high-energy electrons at both
electrodes and the center. High-energy electrons collide with
Ar molecules and an increased ionization rate is achieved
even though the driving voltage is no longer applied. Sub-
sequently, electrons exhibit an oscillatory motion moving to
the anode and then back to the cathode. This yields a second
and third temperature increase. Secondary ionization is

Figure 4. Time evolution of the electron density in Ar plasma with 1 kV DC and 1 kV 2 ns pulse cases. (a), (b) Total electron density. (c), (d)
Electron density with low-energy e<4 eV in log scale. (e), (f) Electron density with mid-energy 4<e<10 eV in log scale. (g), (h)
Electron density with high-energy e>10 eV.
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maximized when the pulse trailing edge is as steep as possible
and occurs after ionization in the bulk region has saturated. A
DP excitation can increase maximum density another 50%–

70% above a SP excitation and in half the time of an RF
sinusoidal discharge of the same period.

The results shown here are in agreement with past
treatment of the field reversal phenomena and provide higher
resolution analysis of the key features. In the first invest-
igation by Raizer and Scheider [31] it was estimated that field
reversal could yield a factor of 2 increase in maximum
electron density. Here using a 1% pulse fall time we obtain a
factor of 1.6 increase. The lower, but still significant, value is
partly due to the fact the field reversal and subsequent sec-
ondary ionization is limited to a subset of the of inter-elec-
trode gap. Analysis by Macheret et al [32] predicts a field

reversal that is uniform across the gap. The modeling results
here show that the potential after pulse termination peaks
about a quarter gap length away from the cathode. Further-
more, although the first field reversal is the most prominent,
subsequent reversals have also been identified and are
responsible for electron temperature increases. The DP exci-
tation yields a factor of 3 increase in maximum electron
density over a DC or long pulse discharge.

The secondary ionization phenomena described here
bears some resemblance to secondary discharges observed in
dielectric barrier discharge experiments [37, 38]. However, in
those cases, the energy reservoir are the polarized electrodes
and not only the bulk plasma itself. Liu and Neiger [37] report
experiments with 20 ns rise/fall time pulses at 37.5 Torr over
a 0.4 cm gap and estimate secondary ionization after pulse

Figure 5. Transient response of averaged electron density and electron temperature in argon plasma with different voltages for DC, SP (single
pulse), DP (dual pulse), and RF cases. (a) Electron density and temperature for DC (dotted line), SP (dashed line), and dual pulsed cases
(solid line). (b) Electron density with 0.5, 1, 2 cm gap with DC, SP, DP cases at 1 Torr. (c) Shape of driven voltages for DC, SP, DP, and RF
(0.33 GHz). (d) Electron density results for DC, SP, DP, and RF cases.
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termination to consume an almost equal amount of energy as
the primary discharge. The stored energy in that experiment is
both the dielectric electrodes and the bulk plasma from the
primary discharge. The stored energy in the bulk region is
capacitive in nature, so the electric field formulations pre-
sented in section 3, can be can be equivalently treated in terms
of effective capacitance. In this context, Kozyrev et al [39]
explore the effect of discharge gap capacitance using a zero
dimensional model. The numerical results presented here
show that a capacitance treatment would require a spatial
dependence and the transient dielectric response of the plasma
bulk region would have to be taken into account.

Overall, the results suggest that targeted pulse design can
be used to condition plasma density and temperature as
required for fast discharge applications. Evolution of power
supply technology and electrode design suggest that the
nanosecond regimes that have been explored here can be
realized in the near future.
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