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ABSTRACT

Noninvasive measurements of electron properties in a Hall effect thruster (HET) are needed to understand the physical processes in the
acceleration region and to validate simulations. This paper presents spatially resolved laser Thomson scattering (LTS) measurements across
the entire acceleration region of a HET. The test article is the H9, a 9 kW class magnetically shielded HET. The H9 is operated on krypton
at a facility pressure of 1.2 × 10−5 Torr Kr (1.6 mPa). The thruster is operated at three discharge conditions: 171 V, 35 A, an inner coil
current (Iic) of 4.11 A, and an outer coil current (Ioc) of 2.27 A as the baseline 6 kW condition; 154 V, 34.8 A, an Iic of 4.11 A, and an Ioc of
2.27 A to vary the discharge voltage; and 171 V, 34.4 A, an Iic of 4.52 A, and an Ioc of 2.5 A to vary the magnetic field strength. At each dis-
charge condition, we measured axial profiles of electron density and electron temperature along the channel centerline from 5% to 95% of a
channel length downstream of the channel exit plane. At the baseline condition, we also measure the axial profile of the azimuthal electron
drift velocity. We measure a minimum electron density of 1.3 × 1017 m−3, peak electron temperatures around 40 eV, and a peak azimuthal
electron drift velocity around 680 km/s. The results suggest the presence of anomalous electron heating and demonstrate that low discharge
voltages allow LTS to access the entire acceleration region of a HET.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0213928

INTRODUCTION

A Hall effect thruster (HET) is an electrostatic thruster that
generates a cross-field discharge that accelerates ions for thrust pri-
marily in the axial direction.1 While there is no fully predictive
model for HET operation, decades of testing have advanced HETs to
the point where they are currently the most used type of propulsion
on satellites. Accurate experimental measurements of ion and elec-
tron properties are crucial for the development of fully predictive
HET models because such measurements can be used to validate
simulations and help advance the theory of anomalous phenomena
in HETs.2–9 A fully predictive HET model would be able to accu-
rately predict the performance and lifetime of a HET based only on
a HET’s design and would be valuable for the rapid design optimiza-
tion of HETs at different power levels and on different propellants.

Accurate measurements of electron properties in the accelera-
tion region of a HET are of particular importance for the validation
of simulations. The acceleration region is the quasineutral region in
the thruster discharge with a strong axial electric field. Anomalous
electron mobility is largely responsible for determining the spatial
variation of the axial electric field,6,7 and the axial profile of the
axial electric field is then directly related to the voltage utilization
efficiency of a HET.7,10 Anomalous electron mobility also increases
the electron current, which decreases the current efficiency of a
HET.10 Thus, understanding anomalous electron mobility is critical
in the development of a fully predictive HET model. To address
this need, laser-induced fluorescence (LIF) measurements have
been used to calibrate simulations6,7 for the axial profile of anoma-
lous electron collision frequency or, in one case, to directly infer5

the axial profile of anomalous electron collision frequency.
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These axial profiles have been used to check theories of anomalous
electron mobility with limited success.6,11–14

While it is likely that this limited success is due to the theories
needing to be corrected, it is important to note that most theories of
anomalous electron mobility depend on the local electron proper-
ties.12 Specifically, models of anomalous electron collision frequency
often rely on a combination of electron density, electron temperature,
and azimuthal electron drift velocity, among other plasma proper-
ties.12,13 Consequently, accurate values of these electron properties in
the acceleration region are needed to properly check theories against
axial profiles of anomalous electron mobility.

Optical techniques are generally preferred over probe tech-
niques for accurate measurements of plasma properties because
they are noninvasive, in that they do not perturb the plasma.2

LIF has become a standard noninvasive technique in HET research
for measuring ion and neutral properties.15–22 At the same time,
Langmuir probes are the standard in HET research for point measure-
ments of electron properties.23 Incoherent laser Thomson scattering
(LTS) is an established practice in plasma research for noninvasive
point measurements of density, electron temperature, and electron
drift velocity. Still, until technological advancements in the last
decade, LTS systems needed more sensitivity to measure the accelera-
tion region of the HET.24

Recent LTS measurements in the acceleration region of HETs
show electron temperatures that greatly exceed those expected from
simulations and Langmuir probe measurements.24,25 As a result, to
make the most of axial profiles of anomalous electron collision
frequency, these profiles should be accompanied by LTS measure-
ments of axial profiles of electron temperature. Additionally, accu-
rate axial electron temperature profiles across the acceleration
region could be compared to results from calibrated simulations
to gain insights into anomalous electron heating. Also, while not
previously demonstrated, the authors believe that LTS measure-
ments of the azimuthal electron drift velocity can be used to cali-
brate simulations for anomalous electron mobility.

An important caveat is that this potential capability of LTS is
only valid if LTS can access the entire acceleration region. Multiple
studies have shown a downstream shift of the acceleration region
with a decreasing discharge voltage,4,19,26 and magnetic shielding
also shifts the acceleration region downstream with respect to
conventional HETs.19,24,27 Recent LTS measurements on the mag-
netically shielded H9 operating at 300 V were not able to access
the entire acceleration region.25 However, LTS on a magnetically
shielded HET operating at 150 V was able to measure across the
entire acceleration region.28 This indicates that magnetically
shielded HETs should provide LTS access to the entire accelera-
tion region at low discharge voltages.

In this study, we present axial profiles of electron density,
electron temperature, and azimuthal electron drift velocity on a
magnetically shielded HET with a recently implemented LTS
diagnostic.29 All these electron properties were measured at the
baseline discharge condition of 171 V, 35 A, an inner coil current
(Iic) of 4.11 A, and an outer coil current (Ioc) of 2.27 A. Axial pro-
files of electron density and electron temperature were also mea-
sured at the discharge conditions of 154 V, 34.8 A, an Iic of
4.11 A, and an Ioc of 2.27 A and of 171 V, 34.4 A, an Iic of 4.52 A,
and an Ioc of 2.5.

The study has three objectives regarding axial profiles of LTS
measurements along the channel centerline of a HET. First, we
want to demonstrate that LTS can measure across the entire accel-
eration region of the H9 at the chosen discharge conditions.
Second, we want to see whether our LTS diagnostic has the sensi-
tivity to capture the expected axial profiles of electron density,
electron temperature, and azimuthal electron drift velocity across
the acceleration region. Third, we want to see whether the LTS
diagnostic has the sensitivity to capture the expected differences
in the axial profiles of electron density and electron temperature
due to 10% variations in the discharge voltage and applied mag-
netic field strength. We will use the measured axial profiles of the
electron temperature and azimuthal electron drift velocity to
determine whether LTS is able to measure across the entire accel-
eration region. Section II describes the experimental setup of
the HET and the LTS diagnostic. Section III presents the theory
and procedures used for processing the recorded LTS spectra.
Section IV presents noninvasive axial profiles across the accelera-
tion region of electron density, electron temperature, and azi-
muthal electron drift velocity at a single discharge condition and
axial profiles of electron density and electron temperature at two
other discharge conditions. We discuss the results in terms of the
expected profiles across the acceleration region and the expected
differences between the discharge conditions.

EXPERIMENTAL SETUP

Section II A describes the vacuum test facility in which the
experiment was conducted. Section II B presents the setup of the
H9 HET and the operating conditions, and Sec. II C presents
the LTS diagnostic.

Vacuum test facility

The experiment was conducted in Vacuum Test Facility 2
(VTF-2) at the High-Power Electric Propulsion Lab (HPEPL) at
Georgia Tech. VTF-2 is 9.2 m long and 4.9 m in diameter. A 495
CFM rotary-vane pump is used to reach 5 Torr (666.5 Pa); at this
point, Raman scattering on this residual air is performed to calibrate
the LTS diagnostic. A 3800 CFM blower is then used to reach rough
vacuum of around 10mTorr. Ten lN2-cooled CVI TMI reentrant
cryopumps are used to reach high vacuum with a pumping speed of
390 000 l/s on krypton in this experiment. For this experiment,
VTF-2 achieved a base pressure of 8.7 × 10−9 Torr N2 (1.2 μPa) and
an operating pressure of 1.2 × 10−5 Torr Kr (1.6 mPa) at a Kr flow
rate of 369 SCCM.

We used a Kurt J Lesker XCG-BT-FB-1 capacitance manometer
with a range of 1000–1 Torr (1.333 × 105 to 133.3 Pa) to measure the
chamber pressure during the Raman scattering measurements.
At high vacuum, the chamber pressure was monitored with three
Agilent Bayard-Alpert 571 hot-filament ion gauges at separate
locations inside the chamber, and the reported pressure is the
average of the three ion gauges.

Hall thruster test setup and operation

The study was performed on the H9, a 9 kW class magneti-
cally shielded HET with a LaB6 center-mounted cathode.30 The Jet
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Propulsion Laboratory, the University of Michigan, and the Air
Force Research Laboratory designed the H9, which has a boron
nitride channel. The H9 was chosen for this experiment because
magnetic shielding pushes the acceleration region outside of the
discharge channel,19,24,27 which may allow the LTS diagnostic to
probe across the entire acceleration region.

Research-grade (99.999% purity) krypton was supplied to the
anode via an MKS GE50A00650S8V020 mass flow controller and
to the cathode via an MKS GE50A006102S8V020 mass flow con-
troller. The mass flow controllers are calibrated by measuring the
flow upstream of the thruster with a MesaLabs DryCal 800-10 vol-
umetric flow meter. The anode flow rate was 345.34 ± 3.27 SCCM,
and the cathode flow rate was 23.71 ± 3.89 SCCM.

The H9 discharge was powered with a Magna-Power
TSA800-54 power supply. To prevent discharge current oscillations
above 1.4 kHz from going into the discharge power supply, a filter
with a 95 μF capacitor and a 1.3Ω resistor is connected to the
discharge power supply. The discharge voltage is measured in
the control room at a location in the thruster circuit between the
discharge filter and the thruster. The discharge current and its
oscillations are measured by a Teledyne LeCroy CP150 current
clamp connected to a Teledyne LeCroy HDO6104 oscilloscope
at a sampling rate of 1 MS/s for 1 s. The thruster body is isolated
from ground and is configured to be electrically floating.

The thruster operating conditions used in this experiment are
shown in Table I. The polarity of the magnet coils was configured
to create a magnetic field predominantly in the negative radial
direction at the location of the maximum magnetic field strength.
When changing the magnetic field strength, the ratio of the cur-
rents through the inner and outer coils was kept constant such that
the magnetic field topology was kept constant. 10% variations in
magnetic field strength and discharge voltage were chosen so that the
dominant discharge current oscillation mode did not change across
the operating conditions.31,32 In this manner, the changes in the
measured electron properties could be attributed to changes in the
discharge voltage and applied magnetic field strength. The H9 was
operated at a high current density to increase the signal-to-noise
ratio of the LTS measurements since the LTS signal is proportional
to electron density. LTS measurements were taken when the dis-
charge had reached steady-state, determined by waiting until the dis-
charge current peak-to-peak dropped below 5 A.

It should be noted that the experiment was conducted over
2 days and that the discharge current at the baseline condition
on the second day was 34.5 A. This is a 1.4% drop in discharge
current, around an order of magnitude smaller than our controlled

10% variations of the discharge condition and is within the uncer-
tainty of the LTS measurements. As a result, the 1.4% drop in dis-
charge current should not affect the LTS measurements or the
differences observed in the measurements with the controlled
changes of the discharge condition.

To probe different locations in the H9 discharge, the H9 was
moved with respect to the fixed LTS observation volume. The H9
was mounted atop three motion stages, which allowed three-
directional movement of the thruster. To move the H9 in the
xchamber and zchamber directions, as defined in Fig. 1, we used two
Parker 4062000XR motion stages, and to move in the ychamber

direction, as described in Fig. 1, we used an Optics Focus
MOZ-300-150.

Thomson scattering setup

Thomson scattering is the elastic scattering of electromag-
netic radiation off free charged particles. For low-density plasmas,
only Thomson scattering from free electrons is considered, since
Thomson scattering from free ions can be neglected due to the
Thomson scattering cross section scaling as the inverse of
the mass.33

An LTS diagnostic is typically composed of three primary
optical systems: the interrogation beam optical system, the collec-
tion optical system, and the detection optical system. The interroga-
tion beam system generates the incident radiation with a laser and
focuses the incident laser beam at the observation volume, which
produces intense scattering at the observation volume. The obser-
vation volume is the portion of the incident laser beam imaged by
the collection system. If an optical fiber is used as in our setup, then
the collection system images the scattered light from the observation
volume to the face of the fiber and transports the collected light to
the detection system via the optical fiber. Alternatively, if no optical
fiber is used, the collection system can be directly coupled with the
detection system. If no optical fiber is used, then the collection and
detection systems can be treated as one combined system, as done in
Ref. 34. An optical fiber was used in this work because of the large
distance between the observation volume and the spectrometer due
to the size of the vacuum chamber. The detection optical system
filters out the light near the wavelength of the interrogation beam. It
images the light from the optical fiber to the slit of a spectrometer
that is coupled to a detector. The detector then records the spectrum
of the collected light. Before the commercialization of volume Bragg
notch filters (BNFs), triple grating spectrometers,35 gas cells, and

TABLE I. Operating conditions and azimuthal locations at which LTS was measured. For discharge conditions, the facility pressure was 1.2 × 10−5 Torr Kr (1.6 mPa), the
anode flow rate was 345.34 ± 3.27 SCCM, and the cathode flow rate was 23.71 ± 3.89 SCCM. The probed azimuthal locations are shown in Fig. 2.

Probed azimuthal location Discharge voltage (V) Discharge current (A) Inner coil current (A)
Outer coil
current (A)

Discharge current
peak-to-peak (A)

3 o’clock 171.3 35.00 4.11 2.27 4.49
3 o’clock 154.3 34.75 4.11 2.27 4.90
3 o’clock 170.6 34.37 4.52 2.50 4.18
12 o’clock 171.3 34.5 4.11 2.27 4.66
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polychromators were used to filter out the light around the laser
wavelength.35 Figure 1 shows the three optical systems.

The laser source used in the interrogation beam optical system
was an Amplitude DLS Powerlite 9010 injection seeded,
Q-switched Nd:YAG laser. The laser is operated with a second har-
monic generator that outputs a 532 nm laser beam with a 9 mm

beam width and a beam pulse width between 5 and 8 ns. The laser
is rated for a maximum output energy of 1 J/pulse with a 10 Hz
repetition rate. Still, internal laser misalignments meant that the
laser was outputting around 650 mJ/pulse throughout this study.
The beam goes through a 1.5:1 beam expander formed by the
lenses I-l1 and I-l2 so as not to damage the polarizing beam splitter

FIG. 1. Master optical diagram for the interrogation beam, collection, and detection optical systems. θcoll is the angle between ychamber and zcollection. Adapted with permis-
sion from Suazo Betancourt et al., J. Appl. Phys. 135, 083302 (2024). Copyright 2024 Jean Luis Suazo Betancourt (Ref. 29).
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cube, I-PBS1. The polarizing beam splitter cube has a rated polari-
zation purity of 1000:1. The polarizing beam splitter cube and the
half-wave plate I-HWP1 modulate the beam power together, which
is measured by a power meter on a flip mount, I-PM1. The beam
then passes through a second half-wave plate, I-HWP2, to control
the polarization of the incident light in the observation volume.
Once the collection and detection systems are aligned, the orienta-
tion of the second half-wave plate is optimized to maximize
Rayleigh scattering. To align the beam with the interrogation beam
optical axis defined inside VTF-2, the beam goes through a peri-
scope formed by the mirrors I-M3 and I-M4. The interrogation
beam then enters VTF-2 via a custom Torr Scientific NSQ1462-25
KF-flanged Brewster window. Once the incident polarization at the
observation volume was optimized without the Brewster window in
place, the Brewster window was then oriented to minimize reflec-
tions at the window. Inside VTF-2, the beam is focused onto the
observation volume with a 600 mm focal length lens, I-l3, resulting
in a beam width of around 100 μm in the observation volume.
For more details on the interrogation beam optical system and the
alignment practices, see Ref. 29.

The collection optical system forms a 1:1 image of the obser-
vation volume at the fiber face with two 350 mm focal length
150 mm diameter lenses, C-l1 and C-l2. A custom Thorlabs
FG200LEA-FBUNDLE fiber bundle in a 7 × 1 array of 200 μm
diameter FG200LEA multimode fibers transports the collected light
to outside VTF-2 via a custom SQS Fiber Optics HEM048727
4.5 in. CF flange. A second set of the same custom fiber bundle
then transports the collected light from the flange to the detection
system. The collection system was designed to maximize the solid
angle of the collection lens, C-l1, with the constraints of a 1:1
imaging system to maintain high spatial resolution and that the
numerical aperture of the focusing lens, C-l2, was less than that of
the multimode fiber, such that the entire 0.14 sr solid angle of the
collection lens is used. Apart from determining the focal lengths
and diameters of the lenses of the collection system, the design
requirement of using all of the 0.14 sr solid angle also led to the
collection axis being subtended at a 17° angle, as shown in the side
view in Fig. 1. To be able to correct for small chamber movements
between atmosphere and high vacuum, the fiber bundle is placed
atop three motorized stages. To protect the collection optics from
deposits from sputtering, the optics were put inside a box with an
AR-coated glass flat placed at the front of the box. For more details
on the collection optical system and the alignment practices,
see Ref. 29.

In the detection optical system, the light exiting the optical
fiber bundle is first collimated by a 150 mm focal length lens, D-l1,
and then passes through a 2:1 beam reducer formed by D-l2 and
D-l3. Due to the beam reducer, all the collected light is able to pass
through the two 25 mm OptiGrate OD-4 BNFs. The filtered light is
then focused onto the entrance slit of the spectrometer with a
75 mm focal length lens, such that the magnification of the detec-
tion optical system is 2. This is the minimum magnification that
would allow for maximum light throughput through the detection
system, given that the numerical aperture of the spectrometer is
just under half that of the multimode fibers. The spectrometer slit
width is set to 500 μm to maximize light throughput at the cost of
a lower spectral resolution. Our setup uses a Princeton Instruments

ISOPLANE-320A spectrometer coupled to a Princeton Instruments
PM4-1024i-HB-FG-18-P46 PIMAX4 camera. For more details on
the detection optical system and the alignment practices, see
Ref. 29 and Ref. 36 for more information on the BNFs.

Figure 2 shows the scattering configuration. Because the col-
lection axis is at a 17° angle in the axial direction from the ychamber

direction, all observation wavevectors in this setup have an axial

component. The observation wavevector is defined as~k ¼ ~ks � ~ki,

where ~ki is the wavevector of the incident light and ~ks is the wave-
vector of the scattered light, which is colinear with the collection
optical axis. As shown in Table I, at each discharge condition, we
made an axial profile at the 3 o’clock channel centerline position,
and at the baseline discharge condition, we made a separate axial
profile at the 12 o’clock channel centerline position. Although the
observation wavevector is the same at both azimuthal locations in
terms of the chamber coordinate system, the observation wavevec-
tors are different in the thruster’s cylindrical coordinate system.
Because of the subtended collection axis, the observation wavevec-
tors have components in the thruster exit plane and perpendicular
to the exit plane. The components of the observation wavevectors
perpendicular to the exit plane are k1,? ¼ k1sin(17�)ẑ and
k2,? ¼ k2sin(17�)ẑ. In the thruster exit plane, the observation
wavevectors are given by k1,k ¼ k1cos(17�)cos(45�)(r̂ þ θ̂) and

k2,k ¼ k2cos(17�)cos(45�)(r̂ � θ̂). The normalized observation
wavevectors can then be written in the thruster’s cylindrical

FIG. 2. LTS scattering configuration. Wavevectors projected onto the thruster
exit plane, denoted by k, are shown in red. The chamber coordinate system and
the thruster’s azimuthal and radial directions are shown in green. The radial
component of the magnetic field is shown in black. The 3 o’clock azimuthal
position is denoted as position 1, and the 12 o’clock azimuthal position is
denoted as position 2. Incident and scattering wavevectors are positioned arbi-
trarily to show the relative orientation of ~ki and ~ks. Because of the subtended
collection axis,~ks,k ¼ cos(θcoll)kiychamber .
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coordinate system as

~k1
k1

¼ sin(17�)ẑ þ cos(17�)cos(45�)(̂r þ θ̂) , (1)

~k2
k2

¼ sin(17�)ẑ þ cos(17�)cos(45�)(̂r � θ̂): (2)

Due to preliminary testing with our ICCD, the minimization
of the read noise of the detector guided our acquisition strategy.
For each acquisition, we acquired 3000 shots, corresponding to an
acquisition time of 5 min. At each point, we maximized the
number of on-ccd accumulations, which was limited by the stron-
gest emission line. The on-ccd accumulations varied between 100
and 1000. Our detector has a 1024 × 1024 imaging array, but our
acquisition was done by vertically on-chip-binning the center 300
pixels. A bin height of 300 pixels was chosen to include the image
of all seven fibers.

DATA PROCESSING FOR THOMSON SPECTRA

Thomson scattering is incoherent when the condition
2π
k � λDe is satisfied, where λDe is the Debye length and k is the
observation wavenumber.29 The observation wavenumber is
given by29

k � 4π
λi

sin
θCI
2

� �
, (3)

where λi is the incident wavelength and θCI is the angle between
the interrogation beam axis and the collection optical axis, which
is 90° in our setup. The incoherent condition is met for the
plasma conditions in this study, so we will only consider incoher-
ent Thomson scattering going forward.

When the incident laser beam incoherently scatters off free
electrons, the scattered radiation is Doppler shifted from the laser’s
wavelength according to the velocities of the electrons in the direc-
tion of the observation wavevector. As a result, the recorded spec-
trum of the scattered light is directly related to the electron velocity
distribution function (EVDF) along the observation wavevector of
the electrons in the observation volume. The spectral density of the
photon counts in the signal measured from Thomson scattering as
a function of wavelength is given as29

Ps(λ) ¼ η
λi
hc

EiLdetΔΩne
dσT

dΩ
STk (λ), (4)

where η is an efficiency constant, Ei is the incident laser energy, h
is Planck’s constant, c is the speed of light, Ldet is the length of
observation volume along the axis of the interrogation beam, ΔΩ is
the detection solid angle, ne is the electron density, dσ

T

dΩ is the differ-
ential Thomson cross section, and STk (λ) is the Thomson spectral
form factor as a function of wavelength. The angles between the
collection axis, interrogation beam axis, and incident polarization
vector were configured to maximize the Thomson cross section

such that it is given by29

dσT

dΩ
¼ r2e ¼

1
4πε0

e2

mec2

� �2

, (5)

where re is the classical electron radius, e is the elementary charge,
me is the electron mass, and ε0 is the permittivity of free space.

Assuming a Maxwellian EVDF along the observation wavevec-
tor and neglecting the instrument broadening on the Thomson
spectrum, STk (λ) is given as29

STk (λ) ¼
ffiffiffiffiffi
2π

p
c

kλ2σk
exp � 1

2
(v(λ)� vk)

2

σ2
k

� �
, (6)

where the index of refraction is assumed to be 1, vk is the electron
drift velocity along the observation wavevector, and σk and v(λ) are
given by29

σk ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
eTeV ,k

me

r
, (7)

v(λ) ¼
2πc
λc

� 2πc
λ

� �
k

, (8)

where TeV ,k is the electron temperature in eV along the observation
wavevector direction and λc is the wavelength on the detector at
which the Thomson spectrum is centered if vk ¼ 0.

Equations (3)–(8) can be fit to the acquired Thomson spec-
trum without any calibration of the LTS system for TeV ,k and for
relative values of ne and vk. To use Eqs. (3)–(8) to fit for the abso-
lute electron density, the system must be calibrated to find η.
To use Eqs. (3)–(8) to fit for the absolute electron drift velocity,
the system must be calibrated to find λc. We assume that
λi ¼ 532 nm and that the difference between λc and λi is due to
small misalignments in the detection system. However, we note
that λi could differ from 532 nm by ±0.5 nm due to small mis-
alignments in the laser cavity.

This study calibrates the LTS diagnostic with laser Raman
scattering (LRS). Rotational Raman scattering is used instead of
Rayleigh scattering to calibrate the LTS diagnostic because the
detection optical setup is the same for both LRS and LTS.
Furthermore, because the detection and collection optical setups
are the same for both LRS and LTS, we use LRS to calibrate the
product ηLdetΔΩ instead of just η. To calibrate with Rayleigh scat-
tering, the BNFs must be temporally removed, which would slightly
change η.29 In general, LRS can be used to find η if the gas pressure
is known, and it can be used to find λc if the gas is static. In this
experiment, LRS calibration is done at a facility pressure of 5 Torr
(666.5 Pa), assuming a residual gas composition of 79% N2 and
21% O2. For details on the model equations for LRS, see Ref. 29.

An axial profile at the 12 o’clock channel centerline position
was done to indirectly measure the azimuthal electron drift velocity
at the baseline discharge condition. To calculate the azimuthal elec-
tron drift velocity from the drift velocities at the 3 o’clock and
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12 o’clock azimuthal positions, we note that from Eqs. (1) and (2),

θ̂ ¼
~k1/k1 �~k2/k2

2 cos(17�) cos(45�)
, (9)

such that

veθ ¼ vk1 � vk2
2 cos(17�) cos(45�)

: (10)

It is important to clarify the meaning of the measured electron
temperature when the LTS observation wavevector has some com-
bination of axial, azimuthal, and radial components. To fit a 1D
Maxwellian on an LTS spectrum collected at such an observation
wavevector, we can assume the electron temperature is isotropic.
Alternatively, given that the electron temperature in a HET is
known to be anisotropic,24 the reported electron temperature can
be well approximated by

Tek ¼ Tezη
2
z þ Teθη

2
θ þ Terη

2
r , (11)

where Tez , Teθ , and Ter are the electron temperatures in the axial,
azimuthal, and radial directions, respectively, and ηz , ηθ , and ηr are
the normalized components of the observation wavevector. In our
setup, jηzj ¼ 0:292 and jηθj ¼ jηrj ¼ 0:676. In this case, the
reported electron temperature is approximately the average of the
azimuthal and radial electron temperatures.

To obtain the LTS spectrum, four spectra must be acquired for
each point. This is done to isolate the Thomson signal from the
other sources of signal, such as plasma emission, stray light, and
the detector DC bias. Spectrum A is the laser on, plasma on condi-
tion; spectrum B is the laser off, plasma on condition; spectrum C
is the laser on, plasma off condition; and spectrum D is the laser
off, plasma off condition. We will refer to the spectrum resulting
from subtracting spectrum B from spectrum A as spectrum AB.
We will refer to the spectrum resulting from subtracting spectrum
D from spectrum C as spectrum CD. We will refer to the spectrum
resulting from subtracting spectrum CD from spectrum AB as
spectrum ABCD. Spectrum AB contains signal due to Thomson
and stray light, and spectrum CD contains signal due to stray light,
such that spectrum ABCD should only contain signal due to LTS.

However, during the experiment, we collected stray light that
is not repeatable and, thus, distorts the LTS spectra. Importantly,
this unrepeatable stray light is dispersed such that it cannot simply
be ignored with a rejection region, as is done for the stray light due
to reflections around 532 nm. The dispersed stray light is stronger
farther away from the thruster, so we suspect that the main source
of the unrepeatable stray light is fluorescence from the beam dump
inside VTF-2. We suspect that it mainly originates from the beam
dump because if we treat the beam dump as a light source, then as
we move the thruster backward (−zchamber direction) to probe
farther away from the thruster, more of the divergent rays of this
light source can reflect off the front face of the thruster and into
the collection optics. In addition, we suspect that this unrepeatable
stray light is due to fluorescence because fluorescence spectra
depend on temperature, and we took the A and C spectra at differ-
ent thermal conditions. The A spectra were with the thruster on,

while the C spectra were taken with the thruster off. Additionally,
we acquired the C spectrum at each location with less frames and
later scaled the signal accordingly and alternated between C and D
acquisitions. So, because of the higher heat loads from the thruster
and the laser, we expect the beam dump to have been at higher
temperature for the A spectra. For future experiments, we will
change the setup to prevent light originating at the beam dump
from being transmitted through our collection optics.

As shown in Fig. 3, we observe that, in the spectral range
covered by the spectrometer of 517–546 nm, the unrepeatable stray
light follows a consistent trend described by

Pstray(λ) ¼ P0 þ 0, λ , λ0
m(λ� λstray), λ � λ0

�
, (12)

where P0, λ0, and m are fitting parameters. In a previous experi-
ment, we noticed a near constant dispersed light across the ABCD
spectrum, so we believe that P0 has some contribution from fluo-
rescence from the front face of the thruster. Because m increases
with distance from the thruster, we believe that it is related to fluo-
rescence from the beam dump. The difference in temperature in
the beam dump and thruster between the A and C spectra also
influences the fluorescence spectra, and it is possible that this effect
is captured by λ0. Ideally, if the spectrum of the beam dump is
known, this could be incorporated into the fit on the ABCD
spectrum with an additional fitting parameter that scales the fluo-
rescence spectrum and that represents the probability that fluores-
cence photons enter the collection system. However, we do not
know the temperature that the beam dump was at, so we cannot
confidently use an available fluorescence spectrum, and we are cur-
rently not able to reproduce the thermal conditions of the beam
dump to measure the fluorescence spectrum. Consequently, using

FIG. 3. CD spectra and the resultant fits from Eq. (12) for three different axial
locations at the 3 o’clock azimuthal position.
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Eq. (12), we implement a self-consistent method, described below,
to account for this unwanted signal in our LTS spectra.

The beam dump’s absorber is made of silicon carbide, and we
have not found fluorescence spectra of this compound in the litera-
ture to support the validity of Eq. (12) within the spectral range
considered. However, in a similar LTS setup as ours, described in
Ref. 37, they presented the stray light spectrum over a wide spectral
range in Fig. 5.6 (we note that their caption is mislabeled and that
the green line is the stray light spectrum). They recovered the
expected bell-shaped curve with a lower limit below the induced
wavelength, and within the spectral range relevant for LTS, the
fluorescence spectrum in Ref. 37 is approximately linear.

In addition, in Fig. 3, we observe larger oscillations in the
stray light spectra at larger wavelengths. While this can be associ-
ated with issues regarding ICCD cooling, we do not know the
origin of these fluctuations. Due to these fluctuations and other
nonlinear dispersive behavior, small distortions to the LTS spectra
may be introduced that limit our ability to analyze non-Maxwellian
features in the EVDFs. As a result, resolving the inconsistency in
the stray light spectra will be necessary for using our setup for
detailed studies of non-Maxwellian phenomena. However, using
Eq. (12), we implement a self-consistent method, described below,
to account for the inconsistent stray light that allows us to obtain
reliable Maxwellian fits on our data.

Equation (12) is first fit to spectrum CD, ignoring the center
16 nm. Equation (12) fit for spectrum CD is then subtracted from
spectrum CD to create spectrum CD’. An iterative method is then
used to account for the disperse stray light in ABCD.

When fitting Eq. (12) to spectrum ABCD, we use the value of
λ0 found for spectrum CD. As an initial correction for the stray
light on spectrum ABCD, Eq. (12) is fit to spectrum ABCD, ignor-
ing the center 30 nm. This fit is then subtracted from spectrum
ABCD to create spectrum ABCD’, where ABCD’ is a supposed LTS
spectrum. The LTS model equations, Eqs. (3)–(8), are then fit onto
ABCD’, ignoring the centered stray light. This LTS fit is then sub-
tracted from spectrum ABCD to create spectrum E, which is the
supposed dispersed stray light spectrum. Equation (12) is then fit
onto spectrum E, ignoring the centered stray light, and this new
Eq. (12) fit is then subtracted from spectrum ABCD to create a
new ABCD’ spectrum. The LTS model equations are fit onto this
new ABCD’ spectrum, and this process is then iterated until the
LTS fitting parameters converge with a tolerance of 1%. Figure 4
shows an ABCD spectrum with the corresponding ABCD’ and E
spectra and the LTS fit resulting from the iteration.

Accounting for non-repeatable dispersed stray light is critical
for obtaining accurate LTS results, even if the stray light signal is
low. If stray light is over-subtracted on one side of the ABCD spec-
trum, this will artificially decrease the LTS signal on that side of the
spectrum, which will reduce the calculated electron temperature
and shift the calculated drift velocity away from the over-subtracted
side of the spectrum. Over-subtracted disperse stray light can be
easily identified if one of the wings of the LTS spectrum has many
negative values. Similarly, if stray light is under-subtracted on one
side of the spectrum, this will artificially increase the LTS signal on
one side of the spectrum, which will increase the calculated elec-
tron temperature and shift the calculated drift velocity toward the
under-subtracted side of the spectrum. Additionally, an artificial

increase in the calculated electron temperature will cause an artifi-
cial decrease in the calculated electron density.

Error propagation and the residuals from the fits on the LTS
and LRS spectra are used to calculate the uncertainty in the calcu-
lated electron properties. From each fit, a 95% confidence interval
is calculated for each fitted parameter. The uncertainty for the elec-
tron temperature is directly taken from the 95% confidence interval
of TeV on the LTS fit. The uncertainty for the electron density is a
combination of the 95% confidence intervals of ne on the LTS fit
and of η on the LRS fit, such that

Δne ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(Δne,LTS)

2 þ ne
η
Δη

� �2
s

: (13)

The uncertainty in the electron drift velocity along the obser-
vation wavevector is a combination of the 95% confidence intervals
of vk on the LTS fit and of λc on the LRS fit, such that

Δvk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(Δvk,LTS)

2 þ 2πc
k

1
λc

� 1
λc þ Δλc

� �� �2
s

: (14)

The uncertainty in the azimuthal drift velocity is given by

Δveθ ¼ 0:7394
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δv2k,1 þ Δv2k,2

q
: (15)

In addition, in our setup, the spectrometer has a resolution of
0.0288 nm, which corresponds to a drift velocity resolution of
11.5 km/s.

FIG. 4. Processed LTS spectrum and LTS fit at 0.69 of a channel length down-
stream of the thruster exit plane and at the 3 o’clock azimuthal location. Other
spectra are shown to show the steps of data processing.
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RESULTS AND DISCUSSION

This section presents noninvasive axial profiles of electron
density, electron temperature, and the azimuthal electron drift
velocity from 5% to 95% of a channel length downstream of the
channel exit plane. For the data presented in this section, the dis-
tance from the exit plane is normalized by the discharge channel
length, LCH. The electron density and electron temperature mea-
surements were made at the three conditions in Table I with an azi-
muthal location of 3 o’clock. In Sec. IV A, we present the measured
electron density profiles, and Sec. IV B presents the measured elec-
tron temperature profiles. Section IV C presents the azimuthal elec-
tron drift velocity profile at the baseline discharge condition. Along
with the profiles, we discuss how the profiles and differences
between discharge conditions compare to those expected in the
acceleration region of a HET.

We demonstrate that we mostly meet the objectives of the
study. We show that LTS can measure across the entire acceleration
region at the chosen discharge conditions. The shapes of the mea-
sured axial profiles of electron density, temperature, and azimuthal
drift velocity agree with theory. The measured profiles of electron
density and electron temperature agree with the expected differences
with a change in discharge voltage. However, the measured axial pro-
files of electron density and electron temperature show no general
trend with an increase in magnetic field strength, which we discuss
can result from operating near the optimal magnetic field strength.

Figure 5 shows that the three discharge conditions have a strong
peak in the power spectral density of the discharge current, which is
indicative of the breathing mode. For the baseline condition, the peak
frequency is 7 kHz, while for the other two conditions, the peak fre-
quency is at around 6.5 kHz. This corresponds to a drop in peak fre-
quency of around 7%. In Table I, the discharge current peak-to-peak
changes by approximately 10%. As a result, the changes in the

measured electron properties with discharge condition can be attrib-
uted to changes in the discharge voltage and magnetic field strength
instead of to changes in the stability regime of the discharge.

In Fig. 6, the Maxwellian fit agrees well with the recorded LTS
spectrum. The wings of the Thomson fit are the regions that do not
agree as well with the recorded LTS spectrum. In Fig. 7, we provide
the raw LTS spectrum at the closest point to the thruster without the
correction for the inconsistent stray light. At this location, the dis-
persed stray light is minimized, and the Thomson intensity is

FIG. 5. Power spectral density of the discharge current at the three operating
conditions.

FIG. 6. Processed LTS spectrum and Thomson fit at 0.3 channel lengths down-
stream of the thruster exit plane and at the 3 o’clock azimuthal location.

FIG. 7. Raw LTS spectrum and Thomson fit at 0.05 channel lengths down-
stream of the thruster exit plane and at the 3 o’clock azimuthal location.
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maximized, such that the distortions to the LTS spectrum from the
stray light are minimized. The Maxwellian fit agrees well with the
raw spectrum in Fig. 7. There is some deviation from the Maxwellian
fit at the lower wavelengths, but this spectral range coincides with
emission lines that may have distorted the LTS spectrum if they were
not subtracted properly. Consequently, it is appropriate to use the
Maxwellian fit to analyze the collected data.

Electron density profiles

In Fig. 8, the measured electron density axial profiles generally
follow the expected profile in the acceleration region, with the
electron density dropping at a rate that decreases with distance
from the ionization region.7 For 171 V, the maximum density is
around 6.3 × 1017 m−3, and for 154 V, the maximum density is
around 7.6 × 1017 m−3. For 171 V, the minimum density is around
1.3 × 1017 m−3, and for 154 V, the minimum density is around
1.4 × 1017 m−3. Throughout the profiles, the 154 V condition con-
sistently has a higher electron density with few exceptions.

An increase in electron density in the acceleration region with
a reduction in discharge voltage has been observed before,38 which
is the expected trend. The ion velocity should scale with

ffiffiffiffiffiffi
VD

p
,

while the propellant utilization decreases at a slower rate with a
decrease in discharge voltage.39 At a constant mass flow rate, the
ion current, thus, decreases slower with a decrease in discharge
voltage than ion velocity does, such that the ion density increases
with a reduced discharge voltage. Assuming quasineutrality, this
confirms that we should expect an increase in electron density with
a decrease in discharge voltage.

In Fig. 9, the stronger magnetic field case has a higher density
closer than 0.35 channel lengths downstream of the exit plane.
In comparison, the baseline condition generally has a higher
density farther than 0.35 channel lengths downstream of the exit
plane. The low magnetic field case is the high discharge voltage
case from Fig. 8. For the higher magnetic field strength case, the
maximum density is around 7.4 × 1017 m−3, and the minimum
density is around 1.4 × 1017 m−3.

To try to explain the observed differences between the dis-
charge conditions in Fig. 9, we note that the magnetic field strength
was optimized for the low magnetic case, such that the axial elec-
tron current should be near a minimum and, thus, not be a strong
function of the magnetic field strength. A stronger magnetic field
strength should decrease the azimuthal electron drift velocity via a
decrease in the E × B velocity, and the axial electron drift velocity is
related to the azimuthal electron drift velocity by40

Ωe ¼ veθ
vez

, (16)

where Ωe is the electron Hall parameter. However, while the axial
profiles of the electron Hall parameter have been inferred from
measurements and have been shown to have a strong peak,3–5 to
the authors’ knowledge, the axial profile of the Hall parameter has
not been compared at two different magnetic field strengths. As a
result, the expected behavior of electron density with a change in
magnetic field strength is unclear.

It should be noted that for the electron density measurements
provided, there is an additional 10% error due to the uncertainty in

FIG. 8. Axial profile of the electron density for two different discharge voltages.
The distance from the exit plane is normalized by the length of the discharge
channel. The vertical line denotes the location of the maximum magnetic field
strength. In addition to the error bars shown, all values of electron density are
subject to 10% relative error that would affect all values in a similar manner.

FIG. 9. Axial electron density profile for two different magnetic field strengths.
The distance from the exit plane is normalized by the length of the discharge
channel. The vertical line denotes the location of the maximum magnetic field
strength. In addition to the error bars shown, all values of electron density to
subject 10% relative error that would affect all values in a similar manner.
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the Raman cross sections of N2 and O2.
41 However, an error in the

Raman cross sections would affect all the reported densities
equally, so we decided not to plot this uncertainty to show the
trends between the relative densities.

Electron temperature profiles

Figure 10 shows that the measured axial profiles of electron
temperature profiles have the expected behavior of having a strong
peak near the peak magnetic field strength. This is expected
because joule heating is the primary source of electron heating42

combined with the electric field having a strong peak near the peak
magnetic field strength,7 but this reasoning should be re-examined
because LTS measures electron temperatures significantly higher
than that predicted by Joule heating. Because the axial profile of
electron temperature is closely tied to that of the electric field and
because we observe the rise and fall of electron temperature, we can
conclude that our LTS measurements span the entire axial extent of
the acceleration region. The low discharge voltage plays a large role
in shifting the peak electric field downstream. Indeed, in Ref. 28,
LTS was able to measure across the entire acceleration region on a
magnetically shielded HET operating at 150 V and at a nominal
flow rate. However, it is unclear whether the relatively high flow
rate used in this study also plays a large role in enabling LTS to
access the entire acceleration region of the H9.

For the 171 V case, the maximum electron temperature is
around 41.5 eV, and the minimum electron temperature is around
10 eV. For the 154 V case, the maximum electron temperature is
around 37 eV, and the minimum electron temperature is around 9 eV.
The 171 V case consistently has a higher electron temperature with
few exceptions, but this trend is within the uncertainty at most axial

locations. The reduction in the maximum electron temperature by
10% due to a 10% drop in the discharge voltage is also consistent with
the electron temperature being proportional to the discharge voltage.1

When operating a HET on xenon, the peak electron tempera-
ture is expected to be around 10% of the discharge voltage,1 but we
measured a peak temperature of approximately 25% of the dis-
charge voltage. Even though we operated the H9 on krypton, we do
not expect the electron temperature for krypton to be significantly
higher than for xenon. In fact, LTS measurements have shown that
operating a HET on krypton results in a lower electron temperature
than when operating at the same condition but on xenon.37

Other LTS measurements have also measured significantly
larger electron temperatures than those expected.24,25,37 We can
directly compare our electron temperature measurements at 154 V
to the LTS measurements in Ref. 37 on a magnetically shielded
HET operating at 150 V and on krypton. At this discharge condi-
tion in Ref. 37, the peak average of the azimuthal and radial tem-
peratures is 30.5 eV, which is lower than our measurement of 37 eV
at 154 V. The study in Ref. 37 operated at lower magnetic field
strength than in this study, which could explain the lower electron
temperature in Ref. 37. The study in Ref. 25 also presented mea-
surements on the H9, and even though they ran the H9 at a differ-
ent discharge current than in this study, they also measured a peak
electron temperature of around 25% of the discharge voltage, with
a discharge voltage of 300 V and a peak electron temperature of
around 80 eV. Possible reasons for the discrepancy between LTS
measurements and the expected electron temperature are the reli-
ance on Langmuir probe data, and the fact that simulations cali-
brated on LIF data do not account for anomalous electron
heating.6,7 Anomalous electron heating has been recently observed
experimentally,43 and the best practices for Langmuir probes in
electric propulsion testing do not consider the impact of magnetized
electrons on sheath theory, which could affect the reliability of
Langmuir probe measurements in the acceleration region.23,24,44

Figure 11 presents the electron temperature axial profiles for
two different cases of magnetic field strength. The figure shows no
clear trend between the electron temperature axial profiles at the two
different magnetic field strengths. This observation is expected for
small changes in the magnetic field strength around the optimum
magnetic field strength because the electric field has been shown to
have the strongest peak around the optimal magnetic field strength.26

For the case of lower magnetic field strength, the maximum electron
temperature is around 41.5 eV, and the minimum electron tempera-
ture is around 10 eV. For the case of higher magnetic field strength,
the maximum electron temperature is around 40.5 eV, and the
minimum electron temperature is around 10.5 eV. The slightly lower
maximum electron temperature for our case of an increase in mag-
netic field strength could be explained by a higher magnetic field
strength increasing the region in which the electron can be efficiently
confined.26 However, the uncertainties of the peak electron tempera-
ture for both magnetic field strengths overlap, such that no definitive
conclusion can be made on which magnetic field strength as a
higher peak electron temperature.

Figure 11 shows that the peak electron temperature shifts
closer to the channel exit plane by one point within the axial
profile. This is consistent with the trend seen in Refs. 19 and 26,
that increasing the magnetic field strength shifted the peak electric

FIG. 10. Axial profile of the electron temperature for two different discharge volt-
ages. The distance from the exit plane is normalized by the length of the dis-
charge channel. The vertical line denotes the location of the maximum magnetic
field strength.
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field upstream. However, it is important to note that the location of
the peak electron temperature for the high magnetic field case is
within the uncertainty of the two highest temperatures. As a result,
no definitive conclusion can be made on whether the stronger mag-
netic field shifts the peak electron temperature upstream.

Azimuthal electron drift velocity profile

Figure 12 shows that the peak magnitude of the azimuthal elec-
tron drift velocity is at the same location as the peak electron temper-
ature for the same discharge condition. For an axial electric field and
a radial magnetic field, the azimuthal electron drift velocity in the
acceleration region should scale closely with Ez

Br
because of the ExB

velocity, where Br is negative in our setup. In the acceleration region,
the electric field has a significantly stronger axial gradient than the
magnetic field,1,6,7 so we expect the axial profile of the azimuthal elec-
tron drift velocity to have a strong peak near the peak electric field.
Because Fig. 12 shows the rise and fall of the azimuthal electric drift
velocity, Fig. 12 corroborates the previous conclusion that the pre-
sented LTS measurements span the entire acceleration region.

The maximum measured azimuthal drift velocity has a magni-
tude of 680 km/s, which is lower than those previously measured
with LTS.24,25,42 In Ref. 42, at the 150 V and krypton discharge con-
dition, LTS measured a peak azimuthal electron drift velocity of
around 820 km/s. The lower magnetic field strength at this dis-
charge condition in Ref. 42 could explain the larger drift velocity
even though the discharge voltage is around 10% lower than our
discharge voltage. In Ref. 25, a peak azimuthal electron drift veloc-
ity of around 800 km/s was measured on the H9 at a discharge
voltage of 300 V and operating on krypton. A lower azimuthal drift
velocity is expected in our study given the lower discharge voltage,
but we do not know the magnetic field strength used in Ref. 25.

DISCUSSION

Regarding the uncertainties in Figs. 8–12, the trend in uncer-
tainties follows the expected trend. As per Eqs. (3)–(8), the LTS
signal is proportional to the product of the electron density and the
EVDF. The Maxwellian fit is more sensitive to values within a
full-width-half-maximum (FWHM) of the Maxwellian 1D EVDF
than values outside the FWHM. As a result, the uncertainty of
the LTS results decreases as density decreases and as temperature
increases. The points closest to the channel exit plane have the
highest electron density and a low electron temperature, so these
points have the lowest uncertainty. Because the density does not
decrease as sharply downstream as it does upstream, the points
with the highest temperature have a higher uncertainty than the
points further downstream with a lower density. It will be impor-
tant to increase the signal-to-noise ratio of our LTS system to
provide lower uncertainties for the key electron properties, and a
higher signal-to-noise ratio would also allow the system to operate
at nominal thruster discharge conditions and at lower flow rates
instead of the high current density conditions used in this study.

Having shown that our LTS diagnostic can measure the expected
profiles of electron temperature and azimuthal electron drift velocity
across the entire acceleration region, we can discuss a possible method
for using LTS as a stand-alone diagnostic for calibrating simulations
for both anomalous electron mobility and anomalous electron heating.
Through Eq. (16), the axial profile of azimuthal electron drift velocity
can be used in a one-equation experimental closure for the anomalous
collision frequency in r–z fluid HET simulations like Ref. 45.
The measured axial profile of electron temperature could then be
simultaneously used to calibrate the anomalous electron heating in the
simulation, which would also improve the accuracy of the axial elec-
tron pressure gradient. While the electron pressure could be calculated

FIG. 11. Axial profile of the electron temperature for two different magnetic field
strengths. The distance from the exit plane is normalized by the length of the
discharge channel. The vertical line denotes the location of the maximum mag-
netic field strength.

FIG. 12. Axial profile of the azimuthal electron drift velocity at the baseline dis-
charge condition. The distance from the exit plane is normalized by the length
of the discharge channel. The vertical line denotes the location of the maximum
magnetic field strength.
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in combination with the electron density from LTS measurements, we
believe the electron density from such a simulation would not need
further calibration if it were already calibrated on the azimuthal drift
velocity and the electron temperature. The results of such a calibrated
simulation would yield an axial profile of anomalous electron collision
frequency and accurate electron properties, which would significantly
help validate theories of anomalous electron mobility.

In addition, we note that to accurately model the axial electron
pressure gradient in the expected case of anisotropic electron temper-
atures, the axial electron temperature is needed. However, current r–
z fluid simulations of HET do not account for electron temperature
anisotropy, so the calibration of these simulations with anisotropic
electron temperatures is not straightforward. While the mixed
azimuthal-radial electron temperature we measured is approximately
representative of the average electron temperature that would be used
in HET simulations that assume isotropic electron temperature, it is
important to consider how to measure the axial electron temperature
for accurate measurements of the axial pressure gradient.

We are aware of four possible approaches to measure or infer
the axial electron temperature from LTS measurements in a HET.
First, given that the azimuthal and axial direction are both approxi-
mately perpendicular to the magnetic field at the channel center-
line, the azimuthal electron temperature should be a good measure
of the axial electron temperature. However, we note that the pres-
ence of kinetic azimuthal instabilities is expected to distort the azi-
muthal EVDF but not the axial EVDF and that non-Maxwellian
azimuthal EVDFs have been measured in Ref. 24. Second, we note
that Eq. (11) is valid as long the electron pressure tensor has no
off-diagonal components and that the electron temperatures are
treated as effective electron temperatures. As a result, a LTS config-
uration with a subtended collection axis as in Fig. 1 could be used
to make measurements at three azimuthal locations with different
combinations of η2θ and η2r to solve a system of three equations for
Tez , Teθ , and Ter . To minimize the uncertainty in the inference of
Tez , the three azimuthal locations should correspond to the two
locations used in Ref. 24 that were used to directly measure Teθ and
Ter and either the 3 o’clock, 9 o’clock, or 12 o’clock positions to
measure at a location with η2θ ¼ η2r . Third, to directly measure the
axial EVDF would require an axial observation wavevector. This
would require the incident wavevector to have an axial component,
which would be challenging to implement and may require modifi-
cations to the HET to probe near the thruster exit plane. Finally, a
mixed axial-azimuthal or axial-radial EVDF would be related to the
convolution of the two 1D EVDFs, so signal processing techniques
may be able to infer the axial EVDF from a mixed EVDF if the
complementary EVDF is measured separately in a configuration
without a subtended collection axis.

CONCLUSION

This paper presents LTS measurements of axial profiles of the
electron density, electron temperature, and azimuthal electron drift
velocity across the entire acceleration region of a HET. The shapes of
the axial profiles agree with theory and are a further demonstration
that magnetic shielding shifts the plasma downstream with respect to
conventional HETs. We capture the expected results with a reduction
in discharge voltage, namely, that the electron density increases and

that the electron temperature decreases proportionally to the drop in
discharge voltage. The peak electron temperatures were around 25%
of the discharge voltage, which supports previous LTS measurements
of anomalous electron heating in the acceleration region of a HET. As
demonstrated by the axial profiles of the electron temperature and
the azimuthal electron drift velocity, the low discharge voltages of 171
and 154 V shift the acceleration region of H9 far enough downstream
to provide LTS full optical access of the acceleration region. It is possi-
ble that the high flow rate also helps in providing LTS access to the
entire acceleration region, but signal-to-noise ratio limitations pre-
vented LTS measurements at lower flow rates. For future experiments,
we plan to reduce the LTS system’s detection limit to access H9 oper-
ating conditions with lower flow rates.

We have briefly discussed a method with which LTS data of elec-
tron temperature and azimuthal electron drift velocity can be used to
directly calibrate r–z HET fluid codes for both anomalous electron
mobility and anomalous electron heating. Consequently, LTS has the
potential to be a stand-alone diagnostic for the validation of plasma
properties in the acceleration region from HET simulations.
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